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Abstract 
The sibling comparison design is increasingly used across the social sciences as a means of controlling 

for observed and unobserved confounding, but this design is not without its methodological challenges. 

One challenge is to control for age, period or cohort when studying exposures that are measured in units 

of time. In such cases, variation between siblings in the exposure is typically collinear with variation in 

age, period or cohort – which makes controlling for these factors highly problematic. We address this 

challenge by showing how it is possible to control for cohort (or age or period) and obtain unbiased 

estimates of the effect of an exposure that is measured in units of time, albeit given certain assumptions. 

Using a simulation study that compares a series of estimators, we show that bias can be minimised by 

including a group who are discordant on age, period or cohort but concordant on the exposure. 
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Introduction 
There is a long history of quantitative social science that uses a sibling comparison design. This design 

is typically used when trying to infer the causal effect of one variable on another, often referred to as 

the effect of an exposure on an outcome. One of the problems for causal inference is confounding,  

where the association between an exposure and an outcome is at least partly explained by another 

variable that causes both the exposure and outcome (for discussion and formal definitions, see 1,2). The 

sibling comparison design is useful because it enables researchers to control for a range of confounding 

factors that are shared between siblings, including many factors relating to childhood, parents, and 

(some) shared genetics.3,4 While far from new,5–8 its use appears to be growing in sociology and across 

the social sciences, not only because of the increasing availability of high quality data in which siblings 

can be identified and linked, but also because of the increasing ease of estimating models by including 

what are often referred to as ‘sibling fixed effects’ (SFEs, which represent a fixed intercept for each 

sibling group, e.g. those with the same mother).3,4 In a simple search of PubMed (1971-2019), we found 

more than 1,000 articles that appeared to mention the use of SFEs, sibling comparison or sibling 

control.A These methods are being applied in a wide range of disciplines, with many examples in 

sociology,9–14 demography,15–18 economics,19,20 and epidemiology.21,22 At the same time, there are a 

considerable number of methodological papers that discuss the relative merits of the sibling comparison 

design and the issues that arise when using this research method.3,23–27  

 

Methodological research has raised a number of crucial issues for researchers who use sibling 

comparisons, such as the difficulties of interpreting null results,26 the challenges of dealing with a lack 

of independence between siblings,25 and the limits of interpretation with respect to causal inference.24 

Together, this research suggests the need to be cautious when interpreting the results of sibling 

comparison designs. Moreover, there is an additional challenge for studies that use a sibling comparison 

design to try to estimate the effect of exposures that are measured in units of time. The challenge is that 

such ‘time exposure’ effects are likely to be confounded by age, period or birth cohort (APC), but it is 

unclear how to control for these APC confounders in a sibling comparison design because they are 

collinear with the exposure when comparing siblings within the same family. We illustrate this problem 

in detail in the following section (see: Understanding the issue). It may arise, for example, when 

studying the impact of maternal age on children’s birth weight. In this case it is desirable to control for 

the child’s birth cohort, given that younger cohorts are more likely to be born at older maternal ages 

and less likely to have low birthweight (e.g. because of improvements to medical care). It is also 

desirable to control for SFEs (e.g. because of confounders shared between siblings such as mother’s 

obstetric history or lifestyle that are often unobserved in the data). However, controls for birth cohort 

                                                 
A ((((("sibling control"[Title/Abstract]) OR "between siblings"[Title/Abstract])) OR "sibling 
design"[Title/Abstract])) OR "sibling comparison"[Title/Abstract] 
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are collinear (i.e. perfectly correlated) with the exposure – maternal age – after the inclusion of SFEs. 

This is because the numerical difference in both variables (maternal age and birth cohort) is the same 

for any pair of siblings. This issue has been highlighted by prior research, which has shown – with a 

focus on the study of maternal age effects –that it is not easily resolved.16,28 Not only does the issue 

have the potential of invalidating the results of prior research, but it may also discount the use of sibling 

comparison designs in future, at least in cases where exposures are measured in units of time and 

researchers also wish to control for age, period or cohort. Given the increasing use of sibling comparison 

designs that meet these criteria, this is far from a niche concern. 

 

Here, we respond to this concern by showing applied researchers how they can study an exposure that 

is measured in units of time while also controlling for age, period or cohort. One of our main 

contributions is that we compare a range of approaches, some of which have been used independently 

in applied research (i.e. in separate studies using different data). Our comparison enables a more reliable 

assessment of different modelling approaches, and their utility for research. Our results demonstrate 

how researchers might control for birth cohort (or age, or period) in a sibling comparison design when 

exposures of interest are measured in units of time but potentially confounded by APC variables. To 

meet our aims, we carry out a simulation study. Our research design is informed by guidance on the use 

of simulation studies to evaluate statistical methods.29,30 In particular, we follow the ADEMP structure, 

which suggests five aspects of research design that should be stated explicitly and justified in such a 

study: (1) Aims, (2) Data-generating mechanisms, (3) Estimands, (4) Methods and (5) Performance 

measures.29 In the following sections, we define these five criteria and their relevance for our overall 

objective. Before doing so we provide an elaboration of the problem, alongside several motivating 

examples. 

 

Understanding the issue 
There are at least three broad types of family comparison design, based on a comparison between:  

(a) twins, (b) siblings, and (c) cousins. We focus on siblings here, but return to the other family 

comparisons in the discussion. In a sibling comparison design, the aim is to control for factors that are 

shared between siblings, which makes it a potentially powerful approach because it not only controls 

for many observed confounders, but also many unobserved (potential) confounders, including a range 

of factors relating to family background. Regardless of how they are estimated (e.g. using SFEs), the 

identification of such comparisons relies upon siblings being discordant on the exposure. This means 

that such a design cannot be used to examine the role of exposures that are shared (i.e. concordant) 

between siblings, such as mother’s country of birth. 
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Despite this limitation, there are countless examples of exposures that are discordant for (at least some) 

siblings in most populations. In many cases, this discordance varies over time, for example by age, 

period and cohort. This is most obviously the case when the exposure is time-varying, for example 

when studying the effect of income, or body-mass index. It is also the case when the exposure is 

measured in units of time. For example, researchers have used sibling comparison designs to study the 

effects of: parental age,16,22,31,32 age at parental divorce,9,33 birth intervals,15,34 and age at arrival for 

immigrants who arrive as children.17,19,20,35 We use the latter as our motivating example here, while 

noting that what applies for this example will apply for many others (a point we elaborate upon in the 

discussion). 

 

Researchers have tried to estimate the impact of age at arrival on various social outcomes of childhood 

immigrants, such as their education, income and health.17,19,20,35 The use of SFEs is appealing in this 

case because there are many potential confounders that are shared between siblings, in particular family 

background and reasons for migration, which are rarely measured in observational data. In this example, 

the problem is that age at arrival is intrinsically linked with age, period and birth cohort. For example, 

a one year increase in birth cohort (e.g. from 2000 to 2001) implies a one-year decrease in age at arrival 

(e.g. from age 10 to age 9 for someone arriving in 2010). On its own, this is not a material issue because 

not all individuals with a specific age at arrival are from the same birth cohort. However, when sibling 

fixed effects are used, then effect estimates derive from a comparison between siblings from the same 

family (e.g. with the same mother). In this instance, age at arrival and birth cohort are almost always 

collinear. We demonstrate this in Table 1 and the accompanying Lexis diagrams in Figure 1. 
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Table 1: Within-family collinearity: An example of Swedish population data for siblings with the same mother 

Family 
ID: 

Mother 
ID: 

Sibling 

Country 
of birth: 
Mother 

Country 
of birth: 
Sibling 

Year of 
arrival: 
Mother 

Birth 
cohort: 
Sibling 

Age at 
arrival: 
Sibling 

Birth cohort: 
deviation 

from family 
mean 

Age at 
arrival: 

deviation 
from family 

mean 

Within 
family 

collinearity 

1 101 1 Iraq Iraq 1980 1974 6 - 1.3    1.3  Yes 
1 101 2 Iraq Iraq 1980 1975 5 - 0.3    0.3  Yes 
1 101 3 Iraq Iraq 1980 1977 3   1.7 - 1.7  Yes 
2 102 4 Iraq Iraq 1975 1971 4 - 2.0    2.0  Yes 
2 102 5 Iraq Iraq 1975 1974 1   1.0  - 1.0  Yes 
2 102 6 Iraq Iraq 1975 1974 1   1.0  - 1.0  Yes 
3 103 7 Iraq Sweden 1976 1977 n/a - 1.3  n/a No 
3 103 8 Iraq Sweden 1976 1979 n/a   0.7  n/a No 
3 103 9 Iraq Sweden 1976 1979 n/a   0.7  n/a No 

 

Note: In Family 1 (mother ID = 101), there is the same difference between each pair of siblings in terms of age at arrival as there is in terms of birth cohort 
(see the last three columns). The same is true for Family 2 (mother ID = 102), which includes two twins who were born in the same year. The only families 
where this is not be the case are those with children born after arrival (e.g. Family 3, mother ID = 103) and those families where childhood migrants arrive in 
different years. We note that the latter are very rare, at least in the case of Sweden (for which we have access to whole population data). Age at arrival is the 
same (recorded as ‘n/a’) for those siblings who were born after their mother’s migration. In some datasets this is recorded as zero, however we note that zero 
could also indicate foreign-born children who arrive before their first birthday (although they are again quite rare, at least in the case of Sweden). To make our 
simulations easier to interpret we ignore (i.e. exclude) these foreign-born infant arrivals here.  
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Figure 1: Lexis diagrams to demonstrate age, period and cohort for siblings nested within families, including their age at arrival 

 Family 1 (mother ID=101) Family 2 (mother ID=102) Family 3 (mother ID=103) 

Arrival in 1980 Arrival in 1975 Arrival in 1976 

 

  

 

 

 

 

 
 

 

 

 

 

 

Note: Each of these three lexis diagrams represents a family (a group of siblings with the same mother). The vertical blue lines represent the year in which each mother arrived in 
Sweden. Each diagonal line represents the life course of a sibling (or a pair of siblings) born in a given year (when age=0). In Family 1 (mother ID = 101), there is the same 
difference between each pair of siblings in terms of age at arrival (in years) as there is in terms of birth cohort (in years). The same is true for Family 2 (mother ID = 102), which 
includes two twins who were born in the same year. The only families where this would not be the case are those with children born after arrival (Family 3, mother ID = 103) and 
those families where childhood migrants arrive in different years (who are very rare, at least in the case of Sweden). The uppermost blue line in each diagram represents age 16. For 
outcomes measured at this age, or any older age, the diagram shows that variation in age at arrival is collinear with variation in birth cohort when we compare foreign-born siblings 
within the same family. 
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As highlighted by prior research,16,28 studies that use sibling comparison designs often overlook the 

collinearity between their exposure and APC variables. Generally, in the presence of perfect collinearity 

– such as a model that includes age, period and cohort – statistical software will often return an error 

message or automatically omit one of the collinear variables (or part of one of the collinear variables) 

from the specified estimator. This happens when the software can identify that all parameters are not 

estimable. However, researchers cannot rely on the software to ‘notice’ this issue. In particular, it may 

be hidden by the operationalisation of APC variables. It is common practice for researchers to categorize 

the three APC components in unequal intervals, which circumvents but does not solve the identification 

issue in ‘traditional’ APC settings.36 Similarly, we note that an unequal intervals approach may be used 

when controlling for APC variables in a sibling comparison design. For example, age at arrival may be 

measured in five-year categories, while birth cohort is measured in one-year intervals. Although this 

may allow researchers to estimate parameters for both age at arrival and birth cohort in a sibling 

comparison design, it does not solve the issue of identification, and it may well result in biased estimates 

and a misinterpretation of the (independent) effects of temporal exposures and confounders.37 This issue 

is investigated below in our simulation of grouped factor controls.  

 

As far as we are aware, there are only two situations where there is no linear dependency between age 

at arrival and birth cohort for siblings within the same family. The first is the situation where immigrant 

siblings have the same mother but arrived as children in different years. These siblings are discordant 

on both the exposure and birth cohort, but these two variables are not collinear. Considering the example 

in Table 1, we might imagine if sibling number 3 from Family 1 arrived separately from the rest of her 

family, say in 1990, rather than in 1980 (when her mother and siblings immigrated), thereby adjusting 

her arrival age to 13 (but not her birth cohort). We postpone a general appraisal of this type of sibling 

group (and related methodological issues) until the discussion, except to note that in this example (of 

childhood immigrants) they are very rare, at least in the case of Sweden (based on whole population 

data). For the sake of this motivating example, it is sufficient that they be ignored. 

 

The second situation where age at arrival and birth cohort are not collinear is illustrated by Family 3 in 

Table 1 and Figure 1, where all siblings are born after their mother’s migration. Scholars typically refer 

to this group as the second generation.38–40 As such, they are concordant on age at arrival – i.e. they all 

have the same value (shown as ‘n/a’ in Table 1) – but at least some siblings in this family are discordant 

on birth cohort. As shown in Table 1 and Figure 1, the same is not true for Family 1 or Family 2, in 

which all siblings arrived in Sweden as children.  
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We note that the idea of including a group who are concordant on the exposure in sibling comparison 

designs has been proposed and implemented in prior empirical research.33 However, we are not aware 

of any research that has tried to evaluate the utility of this approach more generally, including as 

compared with other means of estimating sibling comparison designs. There has been a recent debate 

about the relationship between the well-known identification issues in APC models and their relation to 

sibling comparison designs, including a discussion of whether it is even possible to mitigate the 

collinearity issues that we describe.16,28 We build upon these studies by comparing the bias that arises 

when using a range of modelling approaches to control for APC variables in a sibling comparison design. 

Our study is more comprehensive than prior research because we compare a range of estimators – most 

of which have been used in isolation in prior studies – using a standardised (simulation) approach. In 

addition, we go beyond prior studies by evaluating an approach that enables birth cohort to be identified 

using sibling groups who are discordant on birth cohort but concordant on the exposure.  

 

Research design 

(1) Aims 

Our broad objective is to understand how to control for birth cohort (or any APC variable) when 

exposures of interest are measured in units of time and potentially confounded by, or collinear with, 

birth cohort. Since we seek to provide recommendations for applied research, we might equally say that 

we wish to explore how best to specify models using SFEs, where ‘best’ is the approach that is least 

likely to lead to misleading research conclusions. Since researchers typically use SFEs as a means of 

obtaining unbiased (causal) estimates of the effects of an exposure on an outcome, we focus on bias as 

our principle measure of performance (see (5) below). More specifically, we have the following research 

questions: 

 

A. How should we control for birth cohort in sibling comparison designs when the exposure of 
interest is collinear with birth cohort: 

1. …and birth cohort is not a confounder? 
2. …and birth cohort is a confounder, but there is no age or period effect? 
3. …and birth cohort is a confounder and its effect varies by sex (as an example of the effect 

of birth cohort varying across groups)? 
 

B. For each of the above, does bias arise when we estimate the effect of our exposure: 
1. …in absence of controls? 
2. …in absence of controls when the outcome is standardised? 
3. …after controlling for birth cohort using linear control? 
4. …after controlling for birth cohort using full factor controls? 
5. …after controlling for birth cohort using grouped factor controls? 
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C. How do our answers to these questions change if we include a group of siblings in our study 
population who are discordant on birth cohort but concordant on the exposure? 

 

D. How do the estimates produced in answer to question C vary according to the proportion of 
siblings who are discordant on birth cohort but concordant on the exposure? 

 

 

(2) Data-generating process 

Here, we use simulation based on parametric models. These models include the necessary complexity 

in order to answer the above research questions, but otherwise we try to keep them simple enough in 

order to make the simulation clear and intelligible to the widest range of researchers as possible. Our 

data generating processes are pure simulations, i.e. not based on real data, so that the coefficients 

underlying the data generation are known and hence can be used as a benchmark against which to 

compare estimates. We note that our conclusions will be driven by the presence or absence of bias, and 

not by the magnitude of such bias. Our choice is furthermore motivated by the fact that real world data 

is limiting because (real-world) coefficients underlying their generation are unknown.  

 

We choose to analyse three different scenarios, corresponding to those described in research questions 

A1-A3. Each of these is modelled using a separate data generating process (DGP), as follows: 
 

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =  𝛿𝛿. 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝛼𝛼. 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛽𝛽.𝑋𝑋 + 𝜀𝜀     (DGP1) 

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =  𝛿𝛿. 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝛼𝛼. 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛽𝛽.𝑋𝑋 + 𝛾𝛾. 𝑐𝑐𝑐𝑐ℎ𝑜𝑜𝑜𝑜𝑜𝑜 + 𝜀𝜀    (DGP2) 

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =  𝛿𝛿. 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝛼𝛼. 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛽𝛽.𝑋𝑋 + 𝛾𝛾. 𝑐𝑐𝑐𝑐ℎ𝑜𝑜𝑜𝑜𝑜𝑜 + 𝜇𝜇. (𝑐𝑐𝑐𝑐ℎ𝑜𝑜𝑜𝑜𝑜𝑜 ∗ 𝑋𝑋) + 𝜀𝜀  (DGP3) 

 

Where 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 is a continuous variable (representing years of education) and the 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 

(representing age at arrival, which is measured in discrete ages 0-18) has a true effect on this 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 

of 𝛿𝛿, which is equal to 1 throughout all simulations and DGPs. All DGPs also include 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (a 

sibling fixed effect) with true effect 𝛼𝛼, a covariate vector 𝑋𝑋 (in all simulations this includes only one 

binary covariate, representing sex) with true effect 𝛽𝛽, and a randomly distributed error term 𝜀𝜀. DGP2 

and DGP3 include 𝑐𝑐𝑐𝑐ℎ𝑜𝑜𝑜𝑜𝑜𝑜 (birth cohort, measured in discrete years) with true effect 𝛾𝛾, and DGP3 

includes an interaction between birth cohort and the covariate (sex) with true effect 𝜇𝜇. In all DGPs, we 

only simulate sibling pairs for samples of the same size (in each scenario, see the appendix for more 

information on how this is done). However, we note that (on their own) neither the number of siblings 

within families nor the sample size will impact our conclusions.   
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For each of these DGPs, we then estimate our target parameter using five different estimators, 

corresponding to the research questions B1-B5. We therefore produce estimates for 15 different 

scenarios (one at a time) for which we can compare various performance measures. In order to answer 

research question C, we repeat this process to produce estimates for a further 15 scenarios with the 

inclusion of a group that are discordant on birth cohort but concordant on the exposure.  

 

To be more specific, we initially use each of these three DGPs to generate a large (donor) pool of 

siblings, nested within two types of family: (1) families where all siblings were born abroad, therefore 

meaning that they are discordant on both age at arrival and cohort (DIS-DIS), but that these two variables 

are collinear conditional on the SFEs, and (2) families where all siblings were born after their mother’s 

arrival, therefore meaning that they are discordant on birth cohort but concordant on age at arrival (DIS-

CON), which in turn means that age at arrival and cohort are not collinear conditional on the SFEs. After 

creating this donor pool, we are then able to draw observations (or more specifically, sibling groups) at 

random, as well as varying the proportion of families that are DIS-DIS and DIS-CON. 

 

(3) Estimands 

We follow our motivating example and imagine that we wish to estimate the effect of age at arrival for 

immigrants who arrive as children (exposure) on their subsequent level of education at age 30 (outcome). 

In this example, age is held constant, thereby avoiding any of the well-known ‘traditional’ issues of APC 

modelling. The other variables in our DGPs are birth cohort (cohort) measured in years, a family 

identifier that is shared between siblings (sibling FE) and sex of each sibling (confounder), which we 

include primarily as a means of demonstrating a situation (in DGP3) where the true effect of birth cohort 

varies across individuals between and within families. The final term (e) is a randomly distributed error 

term that follows a normal (Gaussian) distribution. We note that our example can easily be translated to 

other research contexts by changing the variables that we use in our motivating example, notably the 

exposure (e.g. to maternal age) and the outcome (e.g. to child health). Since age is fixed, controlling for 

cohort is equivalent to controlling for period, and we discuss this generalisation further after the results. 
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(4) Methods  

We compare five different estimators (which match the numbering of questions B1-B5), each of which 

can be used to estimate the effect of age at arrival using a model that includes SFEs. These are described 

below and can be summarised as: 

Estimator 1. No control 

Estimator 2. Standardised outcome 

Estimator 3. Linear control (continuous) 

Estimator 4. Full factor controls (discrete) 

Estimator 5. Grouped factor controls (discrete) 

 

As noted, each of these estimators have been used at least once before in prior applications of sibling 

comparison designs. However, they have not been compared in any prior research, and presently we 

lack an understanding of their ability to generate unbiased effect estimates in the scenarios discussed 

above. Estimator 1 estimates a sibling model with no control for birth cohort. This is a common initial 

step in applied research studying exposures that are collinear with calendar time (prior to controlling for 

birth cohort).31 Given that DGP1 does not include a cohort effect, we expect Estimator 1 to produce an 

unbiased estimate of the effect of the exposure for this DGP. Estimator 2 estimates the same model as 

estimator 1, except to first standardise the outcome across birth cohorts. We do this using a z-

transformation (i.e. so that the outcome has a mean of zero and  a standard deviation of 1 within each 

birth cohort). This estimator has been recently proposed as a potential means of avoiding controlling for 

birth cohort explicitly, while also estimating effects net of the influence of cohort.41 Although the authors 

do not make any explicit claims about the validity of the approach, we nevertheless include it here as a 

potential means of avoiding issues relating to linear dependency. 

 

Our three other estimators include an explicit control for birth cohort. Estimator 3 includes a linear 

control (a single continuous variable) for birth cohort. Given that the true cohort effect in DGP2 is linear, 

we might expect estimator 3 to produce an unbiased estimate of the effect of the exposure for this DGP 

if there were no problems relating to collinearity. Estimators 4 and 5 use factor controls. In the most 

similar paper to ours (in terms of research aims), Kravdal compares the results of a series of simulations 

using sibling models with different specifications to identify the effect of maternal age on infant 

mortality.16 He includes specifications with birth cohort operationalised as a set of dummy (factor) 

variables, either for all individual years (except one) or for years grouped together. The latter is 

equivalent to our estimator 4, controlling for birth cohort using grouped factor controls, while the former 
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is equivalent to our estimator 5, which controls for birth cohort using full factor controls (dummies for 

individual years). 

 

As noted above, we not only apply these five estimators to each of the three DGPs (giving estimates for 

15 different scenarios), but we also do this twice (resulting in 30 scenarios overall): once for families 

where all siblings are discordant on both age at arrival and cohort (DIS-DIS), and once where all siblings 

are discordant on birth cohort but concordant on age at arrival (DIS-CON). For each of these scenarios 

we run a simulation with 999 iterations (generating a unique set of simulated data for each iteration). 

 

(5) Performance measures 

Since researchers typically use SFEs as a means of obtaining unbiased (causal) estimates of the effects 

of an exposure on an outcome, we focus on bias as our principle measure of performance. We run our 

simulation across a fixed number of iterations (1,000 - unless otherwise specified) and store all 

estimates. We then take the average of the estimated effect of the exposure across all iterations and 

report this for each combination of DGP (x3), estimator (x5), and approach (x2). 

 

Results 
Our first two research questions [A and B] focus on fifteen scenarios (five estimators, each applied to 

three DGPs) where all sibling groups are discordant on the exposure and birth cohort. Results for these 

scenarios are shown in Table 2. Estimators 1, 3, 4 and 5 all estimate an effect that is very close to the 

true effect of 1 (that we chose for our simulations). For DGP1 we find no obvious evidence of bias, 

irrespective of the way that we control for birth cohort, and this is as expected because there is no 

confounding by cohort in DGP1. The results for DGP1 not only serve to suggest that the simulation is 

operating as expected, but they can also be used as a benchmark (of the true estimate), which is 

especially useful in the case of Estimator 2, which standardises the outcome. For this estimator, the true 

effect is no longer 1, but is best approximated by the estimate for DGP1 (which is 0.05 in Table 2).  

 

As shown in Table 2, we note that when birth cohort is a confounder of the effect of age at arrival (as in 

DGP2 and DGP3), all of the estimators produce biased estimates for a sibling comparison of an 

exclusively DIS-DIS population. If anything, the bias is slightly larger, on average, for DGP3, 

suggesting that the amount of bias may be linked to an increasing complexity of the underlying 

confounding that relates to birth cohort. 
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Table 2: Study population all discordant on the exposure and birth cohort (DIS-DIS) 

 
Note: The true effect is equal to 1 throughout, except in the case of Estimator 2 (the standardised outcome) 
where the true effect is not equal to 1. This is because the outcome has been transformed to a z-score 
(conditional on cohort), and for this reason we take the best estimate of the true effect to be the estimate 
obtained in DGP1 (where there is no cohort effect).  

 

Table 3: Study population includes siblings discordant on birth cohort but concordant 
on the exposure (DIS-CON)

 
Note: The true effect is equal to 1 throughout, except in the case of Estimator 2 (the standardised outcome) 
where the true effect is not equal to 1. This is because the outcome has been transformed to a z-score 
(conditional on cohort), and for this reason we take the best estimate of the true effect to be the estimate 
obtained in DGP1 (where there is no cohort effect).    

 

Table 4: Varying the proportion of siblings discordant on birth cohort but concordant 
on the exposure (DIS-CON) 

 
1 - The proportion of siblings discordant on birth cohort but concordant on the exposure 

Note: The remaining sibling groups are all discordant on the exposure and birth cohort (DIS-DIS). Results 
are for 999 iterations using the same specification as DGP2. The true effect is equal to 1 throughout, except 
in the case of Estimator 2 (the standardised outcome) where our best estimate of the true effect is the estimate 
obtained in DGP1 in Table 3 (where there is no cohort effect).  

 

Estimate   
Estimator DGP1 DGP2 DGP3
Estimator 1: No control 1.00       2.00       2.06       
Estimator 2: Standardised outcome 0.05       0.21       0.00       
Estimator 3: Linear control (continuous) 1.00       2.00       2.50       
Estimator 4: Full factor controls (discrete) 0.98       1.94       2.32       
Estimator 5: Grouped factor controls (discrete) 1.00       2.00       2.50       

Estimate   
Estimator DGP1 DGP2 DGP3
Estimator 1: No control 1.00       2.05       2.47       
Estimator 2: Standardised outcome 0.06       0.25       0.00       
Estimator 3: Linear control (continuous) 1.00       1.00       0.99       
Estimator 4: Full factor controls (discrete) 1.00       1.00       1.00       
Estimator 5: Grouped factor controls (discrete) 1.00       1.95       2.43       

Proportion DIS-CON 1

Estimator 0.05 0.15 0.5 0.85 0.95
Estimator 1: No control 2.04       2.04       2.04       2.04       2.04       
Estimator 2: Standardised outcome 0.06       0.07       0.07       0.06       0.05       
Estimator 3: Linear control (continuous) 1.00       1.00       1.00       1.00       1.00       
Estimator 4: Full factor controls (discrete) 1.00       1.00       1.00       1.00       1.00       
Estimator 5: Grouped factor controls (discrete) 1.99       1.98       1.96       1.93       1.88       
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To answer question C, we repeat the same 15 scenarios, but this time including some sibling groups who 

are discordant on birth cohort but concordant on the exposure (DIS-CON). We do this in an attempt to 

control for the true confounding effect of birth cohort. The results from these scenarios are biased in 

some cases but not in others (see Table 3). As in Table 2, estimates are unbiased when birth cohort is 

not a confounder (in DGP1). However, when birth cohort is a confounder (in DGP2 and DGP3) then 

evidence of bias is highly dependent upon the estimator that is used. Our main finding is that there is 

limited evidence of bias when using linear or full factor controls (in Estimators 3 and 4).  

 

Notably, the amount of bias when using grouped controls is the same as when not controlling at all for 

birth cohort. The standardised outcome approach also appears to generate biased estimates when cohort 

is a confounder. In terms of the amount of bias, comparisons are broadly similar for DGP2 – where 

confounding due to birth cohort is constant across groups – and DGP3 – where confounding due to birth 

cohort is different for women and men.  

 

To answer our final research question [D], we examine variation in bias according to the proportion of 

sibling groups that are discordant on birth cohort but concordant on the exposure (DIS-CON). With the 

exception of the proportion DIS-CON, the DGP is the same as DGP2 in Table 3. Our results (in Table 

4) shows that the proportion DIS-CON does not appear to make a substantial difference to the magnitude 

of bias. There is some variation in the case of grouped factor controls, although the estimates from this 

approach remain highly biased throughout. 

 

Discussion 
One of the main goals of sibling comparison designs is to obtain estimates of effects that are less biased 

than those that would be obtained from designs that do not control for confounding that is shared 

between siblings. However, as we have shown in detail, this goal can be undermined by controlling for 

birth cohort, at least when the exposure of interest is measured in units of time. Our objective was not 

only to provide applied researchers with a comprehensive understanding of this issue, and its 

implications for research, but also to demonstrate how researchers might control for birth cohort when 

exposures of interest are measured in units of time. We have compared a series of alternatives and found 

that all of these may produce biased results, unless a comparison group – who are discordant on birth 

cohort but concordant on the exposure – is included in the analysis. 

 

In line with this finding, we therefore recommend that researchers who wish to control for birth cohort 

in sibling comparison designs consider the merits of this discordant-concordant approach. Indeed, we 
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would argue that this appears to be the only approach that has the potential of producing unbiased 

estimates when birth cohort is a confounder and it is collinear with the exposure within families (i.e. 

conditional on a sibling fixed effect). There are many studies where this is likely to be the case, not only 

the age at arrival example considered here, but also in other cases where the exposure is measured in 

units of time, such as age at parental divorce. In some cases, we believe that a discordant-concordant 

group is relatively easy to include – for example by including those sibling groups who do not experience 

a parental divorce and are therefore concordant on age at parental divorce.  

 

However, for other exposures, it may not be possible to find a discordant-concordant group. In the case 

of maternal age, for example, the only sibling group that is concordant on the exposure would appear to 

be siblings born at the same time (e.g. twins). Given that twins are also concordant on birth cohort, we 

do not believe that they will help to control for birth cohort when using a sibling comparison design. 

The discordant-concordant approach is therefore not without limitations. In addition to the fact that it 

may be impossible to apply in some settings, it also requires additional assumptions, including that the 

birth cohort effect is the same for members of the discordant-concordant group (i.e. those who are used 

to identify the confounding effect of birth cohort) as it is for other sibling groups who are discordant on 

both birth cohort and the exposure. In some settings, this may be a strong assumption to make, but in 

others it may be quite reasonable. We note that this is not the same as general concerns about situations 

in which the cohort effect varies across groups, including when it is non-linear. Indeed, we found no 

strong evidence of additional bias when the true cohort effect varies across groups (i.e. via the interaction 

between cohort and our covariate – sex – in DGP3).  

 

Importantly for the generalisability of our findings, we have focussed on birth cohort, but note that a 

similar set of issues would have occurred if we instead focussed on calendar period (often called ‘period 

effects’). Indeed, the reason to control for birth cohort is often in order to control for differences due to 

the period (for example the year) in which a given (sub)population experience events (such as a 

recession). Throughout this study, we therefore note that controlling for birth cohort might equally well 

be generalised to controlling for calendar period, at least within the confines of the research designs that 

we have evaluated in our simulation. We found that if birth cohort is allowed to be a confounder (DGP2) 

and there is a discordant-concordant group in the data, it is important to adjust for birth cohort to avoid 

bias. Both linear controls and full factor controls (discrete) were sufficient to adjust for this confounding, 

while standardized outcomes and grouped factor controls were not. We note that the former two 

approaches treat the data as-is, whereas the latter two approaches transform the data thereby imposing 

potentially biasing constraints on the data before modelling. Hence, when the linear dependency is 

broken in the data by the presence of a discordant-concordant group, the lack of potentially biasing 
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constraints on the data is a preferred condition. We therefore suggest that other approaches to the APC 

linear dependency problem that similarly place their constraints on the model, rather than by 

transforming the data, are likewise more likely to provide unbiased results in this setting – however, we 

stress that this would need to be investigated first, for example through a simulation study such as ours. 

We note that while many new advances have been made in recent years to address the age-period-cohort 

linear dependency problem37,42–45, our study does not seek to provide new estimators to ‘solve’ this issue 

and limits itself to the specific issue of linear dependency in sibling comparison designs. 

 

Our study design focuses on the most prominent research contexts in which researchers may wish to use 

a sibling comparison design and control for birth cohort. That said, future methodological research may 

generate additional insights by examining more complex designs, including those that seek to study 

outcomes at more than one point in time. In our example, we focussed on education at age 30, but we 

might imagine a situation where researchers wish to focus on outcomes at different ages – e.g. 

educational trajectories from ages 18-30, which would increase the potential for collinearity issues, as 

discussed in traditional APC models.43,46–48 In this case, we expect that controlling for birth cohort would 

be an issue when researchers also wish to control for either age or period – or more generally, that the 

birth cohort collinearity we describe here for sibling comparison designs would arise when seeking to 

control for any two of the dimensions of APC. We note that controlling for two APC variables would 

not normally lead to collinearity issues in a setting without a sibling comparison.43,46–48 

 

Future research may also consider how to control for birth cohort in sibling comparison designs that use 

random effects. Such an approach has been proposed by Kravdal,16 and might also be extended to include 

a discordant-concordant group, perhaps with enabling some of the benefits of random effects (as 

compared with fixed effects) such as the ability to investigate the role of factors that are shared between 

siblings. The use of between-within models may also be worthwhile investigating for similar reasons. 

At the same time, we note that our approach here has been to evaluate statistical methods using 

simulation. It may be beneficial for future research to try to prove our recommendations algebraically, 

thereby providing a more generalisable statistical foundation for our results. However, this may not be 

a straightforward task, given the inclusion of sibling fixed effects. This explains why we chose our 

simulation approach, which also has the benefit of being more intuitive and accessible, in particular for 

applied researchers. As such, we conclude by hoping that our results provide a wider audience with a 

greater understanding of an important methodological issue when using sibling comparison designs, 

namely how to control for age, period or cohort when studying exposures that are measured in units of 

time. 
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Appendix: Further details on the simulations 

There are several different approaches that could be used to generate samples of the same size for each 

of the above scenarios (in each iteration). Even though we specify the number of families, and the 

number of siblings within each family, as inputs that are the same for each DGP, there are several 

constraints (i.e. data deletions) that we need to apply to the DGPs, which means that the generated data 

in the initial donor pool varies in size. Some of these constraints are the same across scenarios, in 

particular the need to drop children arriving over 18-years-old. (Note that if we applied this constraint 

in the initial DGP then it has the potential to alter the effect of the exposure because of the link between 

late arrival and being born in an older cohort.) Other constraints vary across scenarios, such as the 

constraint to drop DIS-CON families from (the first 15) scenarios that are meant to exclude them. The 

combined impact of these constraints leads to variation in the number of families and siblings (in the 

initial donor pool) across different scenarios. To maximise comparability we therefore take a stratified 

sample of 10,000 siblings from each donor pool. To do this, we first check the proportion of families of 

each size in the data, and then we randomly select those families within sibling size strata but keep the 

percentage in each stratum stable. That ensures that the sample size is stable across iterations.  
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